Lecture 2: Access Networks
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The access network forms in important part of aftterend communication network.
Although the boundaries of an access network aralm@ys very clear, in general one
may consider that part of the overall network featonnecting a customer terminal or
customer premises network with the core networtraaccess network. In general the
access network is not incorporating any routingwaitching functionality.

The figure illustrates a generic access networkeoted to a generic core network via a
gateway. The core network will support the exchasfgaformation between different
gateways.
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Different types of access networks may be distisigedl based on the transmission
medium used and on the services offered. In thethase was a clear separation between
different types of access networks :

The twisted pair access was used for access teldghone network (PSTN or Public
Switched Telephone Network). The terminal is apgiet;ne and the gateway is a telephone
switch : local exchange (LEX).

The coaxial cable was used for access to the CAGtwark (Community Antenna
TeleVision). The terminal is a television and tlaegvay is a head end (where the TV-
programs are captured and multiplexed on the cbeakde).

An air interface is used for access to a mobilevogt. The gateway is the Mobile
Switching Center (MSC) giving access to the PSTIvaek.

In case of computer networks getting access tintieenet, the situation is less clear. One
could consider the access network as the LAN oalLdcea Network that is connected to
an edge router (as shown in the figure). One calgld consider the connection from the
edge router or from a home computer to the puhblierhet (via cable modem, ADSL
modem, ISDN modem, ...). In the latter case, the ighyinfrastructures are the access
networks mentioned above (twisted pair, coax, air).
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There are three important guided transmission meska for transmitting information :
twisted pair (used to connect your home to theptedee network), coaxial cable (used to
connect your home with the TV-distribution netwoi®ATV) and optical fiber (used to
interconnect large telephone exchanges). An undum@@smission medium is the air, used
for wireless access (not discussed here).

A twisted pair consists of two isolated copper wivehich are twisted together. By twisting
them, one will be less sensitive to external nemarces. A number of twisted pairs will be
bundled in a cable.

A coaxial cable consists of one central copper sirgounded with a copper shield.
Between the copper wire and the shield one is usmigsulator. In this way one is able to
have a very good shielding against external nasecgs and at the same time the
bandwidth of this medium is increased.

An optical fiber consists of a glass wire with retcenter a higher refractive index. In this
way the light will be guided in the fiber (by thanziple of total internal reflection).
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A signal transmitted over a transmission mediunistid pair, coax, fiber) will be
attenuated. This attenuation is commonly expressd&/km. A value of 3 dB/km means
that the power of the signal is reduced by a fa2tahen it is transmitted over a distance
of 1 km over the specific transmission medium. Wtransmitting over 3 km one will
observe an attenuation by a factor 8. This attématrongly depends on the frequency
used, as indicated in the figure. We observe ti@tttenuation for twisted pair is much
higher than for coaxial cable. Optical fiber has litwest attenuation for frequencies (or
wavelengths) in the infrared range. As a resulticapfiber has the largest capacity to
transmit signals. Today total bitrates of >5 Thit/s. 1012 bit/s) on a single fiber have
been demonstrated.

When a signal is attenuated, one has to amplégatin in order to be able to bridge a
certain distance. The distance of these repeadngicated in the table.

Note : a distinction is made between a loaded anghéoaded twisted pair. The loaded
twisted pair is using some passive elements (coiyder to obtain a fairly flat frequency
response in the frequency range for analog vogmeass (0.3 to 3.4 kHz). For higher
frequencies a large attenuation is introduced (neakiis useless for higher frequencies).
An “unloaded” twisted pair will have a larger baridth (but not a flat response). Note that
the twisted pair in both cases is the same, butiskeof passive elements is different
(which could be easily removed).
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As was shown in the previous slides, a transmissiedium is limited in bandwidth. This
figure illustrates the deformation of pulses whentvansmit them over a bandwidth
limited system. The lower the available bandwidtle, worse the approximation of the
pulses.

From this it becomes clear that the maximum bitcete can transmit over a twisted pair
will be much lower than on a coax cable. The opfiber allows the largest bitrate.
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The table shows some characteristics of differgmes of twisted pairs : UTP (Unshielded
Twisted Pair : ordinary telephone wires) and STil6led Twisted Pair : a metallic braid
or sheathing is reducing the interference noisep important categories of UTP are
considered : category 3 (twist distance : 7.5 ..crh) and category 5 (twist distance : 0.6
... 0.85 cm). The Shielded Twisted Pair is clearlgff@ening better.

The first parameter in the table is the attenuatiti3 /100 m). The second parameter is the
near-end crosstalk. This is the amount of a sifaakmitted on one twisted pair that will
be coupled to another twisted pair (both in theesaable). The goal is to have a very low
crosstalk. A large value (in dB) means low crosstiithe crosstalk between two twisted
pairs is 30 dB, this means that a signal with gftierd transmitted on one twisted pair will
result in an unwanted signal of 0.001 on the otWésted pair. A higher value (e.g. 50 dB)
results in a better crosstalk behaviour (only 0008 carried on the other twisted pair).

Dia 10

In terms of optical fibers, one observes 3 impdrtgpes : step-index multimode, graded
index multimode and single mode (see figure). Withgoing into the details, one can say
that the single (or monomode) fiber is the bed iais in general used in




telecommunication networks. Only for short distanoee is using multimode fiber (the
graded index type).
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In this figure we observe a number of importangérency bands for electromagnetic
waves. Note that electromagnetic waves are e.g. tosgansmit the signal from a GSM to
the antenna, or they are used in a microwave ferridaght is also an electromagnetic
wave (but with a very high frequency).

A very important property of electromagnetic waisethat they propagate with the speed
of light. The value of the speed of light (in vaauor air) is ¢ = 3.10m/s. Note that this
speed is different in e.g. optical fiber (appr.C8.m/s). If we look at a propagating wave,
we can observe a wavelengthvhich is the period (in space) of the signal. Vigeha
relationship between frequency and wavelengthguieacy x wavelength = velocity (or f x
A=0C).

Examples :

Red light with a wavelength of 600 nm (or 0.6 mriveg a frequency of 5.1bHz (=500
THz*).

A GSM works at 900 MHz (or 1.8 GHz) and is usingavelength of 33.3 cm (or 16.6
cm).

An FM radio works around 100 MHz and is using a glaagth of 3 m.

* kilo or k=10°, mega or M=18) giga or G=18 tera or T=1¢, peta or P=18
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Transmitting a signal over a transmission chancadXial cable, twisted pair), introduces
noise. This will be added to the input signal, lasg in (sometimes) severe distortion of
the signal. As a result, some wrong bits may beived. This results in a Bit Error Rate
(BER), which is the average number of wrong bitereed (averaged over a long
observation time). With optical fiber transmissmme typically gets BER of 10-9 or better
which means that one receives on average 1 wrdrgnla total of 109 received bits.

The noise introduced in a transmission channelredllt in a limitation on the number of
bits that can be transmitted over the channel. iBhéxpressed by the Shannon capacity
limit (see next slide).
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From the Shannon capacity limit we learn aboutntiagimum bitrate C (bit/s) one can
transport over a bandwidth limited channel withsesi

C =B log2(1+SNR)

The bandwidth B is expressed in Hz. The noiseésifipd as a relative measure with
respect to the signal strength : SNR or SignaldsélRatio = signal power/noise power.
In many cases this is expressed in decibel (dBJRE = 10 log10 (signal power/noise
power). When the signal power is 1 and the noitensity is 0.001, we have a SNR ratio
of 1000=18 or expressed in dB we have a SNRdB of 30 dB {shéstypical value for
telephone connections, see also in a previous)slide

If we take an example of B=4 kHz and SNRdB=30 dB,olktain a maximum capacity of
C =40 kbit/s.

*Note that for a channel without noise the bitrigten principle infinite : “you can send
every second a signal with an amplitude specifigl an infinite accuracy”. For example
at t=0 you send a sample with amplitude 1.384932882921... (infinite number) and at
t=1 you send a next sample with amplitude 2.094%283858392... and so on. This gives
indeed an infinite transfer of information becaysa suppose that you can receive this
signal with infinite accuracy (no noise is adddfi)here is a noise signal with amplitude
e.g. 0.001, then the digits after 0.001 do noehaw value any more : due to the noise
you do not know if the original signal was 1.3841885.
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The telephone access network makes use of twistiedoptransmit the voice signal (0.3 -
3.4 kHz bandwidth) from the LEX to the user. Thpdiogy is a star with a typical radius
between 1 and 10 km. The transmission is bidiraatipoint-to-point. In a typical access
network one had over 10000 users connected taathe £ EX and the penetration (number
of users connected) is larger than 90%.

It is important to remember that about 80% of thisvoek transmission cost is in the
access network.
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The telephone access network makes use of calfleswisted pairs (SDM or Space
Division Multiplexing) in a physical tree and brdmstructure (the twisted pairs form a
logical star topology).

Very big cables leave the Local Exchange (LEX) arafurther split in smaller cables. In
the distribution points (or street cabinets) thieles are finally connected to the homes (see
next page).
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The physical roll-out of the part between the distiion point and the subscriber premises
is not a star. For economical reasons a humbevisfed pairs are put in one cable and laid
along a row of houses.

Each household is provided with two twisted pairsich of course results in the
possibility of having two connections to the teleph network. When there is demand for
a second connection there is no need to dig upe(esipe) the streets again.

When a subscriber has to be connected to the netivelocal telephone operator
performs a connection between a free twisted paine feeder cable and the twisted pair
which is laid from street cabinet to the subscsheall plug. This connection is
accomplished by applying a jumper in the streetrmb
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Some examples are given of the twisted pair calded in the exchange buildings (top
picture). Distribution frames (where the twistedrpare terminated) are shown at the
bottom.
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As more multimedia services become available totteyuse of voice-band modems is no
longer sufficient to transport the “bandwidth-huyigapplications such as Internet, file
downloading, email, digital TV, interactive gamés.e




More capacity and higher line speeds need to lezaxffby the operator. As the installed
base represents a huge investment, a lot of R&Dspast the last decade to develop
techniques and scenario’s for upgrading the exjstigtworks.

The digitalisation of the transmission was alrefdgoduced with the ISDN service
(Integrated Services Digital Network). At the satinge development of better, more
efficient modulation techniques allows a bettergesaf the available transmission
bandwidth of the TP medium (e.g. QAM or Quadratneplitude Modulation). The
frequency bandwidth itself, used for the transmisf information on the TP, has also
been extended up to the MHz regions (removal ddipaslements). As losses are higher
on the TP in this frequency range, the distancatsdiin be covered without amplification
become shorter. This problem is being alleviatethieyoperator by “upgrading” the TP
network itself by gradually introducing optical féin the network. It is not sufficient to
increase the capacity of the twisted pair accessark, it is also important to connect it to
a “multimedia network”. Since no real multimedigwerk exists today, additional
services are offered by an interconnection to tiverhet (mainly for data services).

Note that while introducing more multimedia sergioam the TP network, using several
advanced techniques and evolution scenarios, #issichl telephone service still has to be
offered to the customers.
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Introduction of optical fibre as transmission mediis done gradually. The “large
capacity” optical fibres are introduced up to a&@erdistance in the access network
(keeping twisted pair for the “last mile” to thestomer). At that point, conversion from
optical to electrical information signals need®¢osupported. This network element is
called an Optical Network Unit (ONU).

The “last mile” distance to the customer is stil’ered by the TP : this is the major part of
the installed network and it would be very expeesivreplace it with fiber. Depending on
the bandwidth and capacity offered, this distararevary from a few km down to a few
hundred of meters.
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This figure illustrates the bitrate of a numbenaidems.

A first category of modems uses the voice-bandueeqgy range ( from 0.3 to 3.4 kHz).
Today bitrates up to 56.6 kbit/s are possible (€EkmsShannon limit).

A second category uses a much higher bandwidtho(agfew MHz) and results in much
higher bitrates. They belong to the xDSL line sys€DSL : Digital Subscriber Line).
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A number of broadband modems is illustrated int#inde. The following characteristics
are indicated : bitrate, modulation format, regdibandwidth, number of twisted pairs
used, mode of operation. It is also indicated wrethe technology may work as an
overlay on the analog PSTN or digital ISDN accéss.observed that only ADSL and
VDSL may form an overlay (they may be operatedarapel with PSTN or ISDN on the
same twisted pair).

The first technology (T1/E1) is supporting a prignatultiplexer signal, well known from
classical telephony multiplexing. The bitrate uge&urope is 2 Mbit/s.

An ISDN (Integrated Service Digital Network) lin@riunning in full duplex mode on a
single twisted pair. EC means that Echo Cancefingsed.

The remaining technologies are xDSL or Digital SQuitier Line technologies.

HDSL (High Speed DSL) is offering access to thevoek similar to a T1/E1 (note
however the difference in modulation, required freocy band and number of twisted
pairs). The lower bandwidth is obtained by splgtthe 2 Mbit/s signal over 2 (or 3) full
duplex twisted pairs.

ADSL (Asymmetric DSL) is providing an asymmetriccass to the network. This was
specially designed for residential Internet acedsish is in nature asymmetric : sending
HTTP requests for web access (zupstream from oseettvork) does not require a lot of
bandwidth, compared to the download of the web(dit@vnstream from network to user).
The available bitrate (and associated requiredwattd) will depend on the distance to be
bridged.

VDSL (Very high speed DSL) further increases theale but over a shorter distance.
HDSL2 and SHDSL are further developments of HDSL.
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The figure illustrates the downstream bitrates wetbe distance for ADSL and short
versus long range VDSL. The trend is clear : thyhéi the bitrate, the smaller the distance
that can be bridged. Note : 1 meter = 3 feet.
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The figure shows the percentage of householdshthat broadband access (DSL, cable,
...). The region considered comprises 387 milliongle@and 163 million households.

Note that the difference between Belgium, The Ndtinels on one hand and Germany and
Italy on the other hand, correspond to a time tkffiee of about 1,5 years. This is also
illustrated in the growth figures below. The difaces will gradually disappear over the
coming years.

Tables from “Heavy Reading, Vol. 3, No. 5, MarctD30 Next-Generation Broadband in
Europe”
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The table shows some recent trends in next genarBtSL roll-outs.

Table from “Heavy Reading, Vol. 3, No. 5, March 800Next-Generation Broadband in
Europe”
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The length of the local loop (length of twistedrpaiaries largely between countries. This
results in different opportunities.

Tables from “Heavy Reading, Vol. 3, No. 5, MarctD30 Next-Generation Broadband in
Europe”.

Example: ADSL2+ in Europe: 56% of the homes is waitthie 2 km range, for the
READSL 97 % is within 6 km.
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The figure shows a (risky) extrapolation of receehds in access speed. The blue line
illustrates the actual connection rate and the hriime indicates the straight line
extrapolation. This corresponds with a bandwidtitréase by a factor of 2.3 every 2 years.
Of course one has to be careful with extrapolatibtihese data. Table from “Heavy
Reading, Vol. 3, No. 5, March 2005 : Next-Generayoadband in Europe”

The figure below gives a similar view, but somewimaire conservative.
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The figure shows the typical architecture of an Alifased access network. At home a
computer or multiple computers are connected (\@wiéch or hub) towards an ADSL
modem (typically via an Ethernet interface or USBtp A POTS splitter will is used to
separate the telephone (POTS) signal and the Aliflals A Twisted Pair (TP) will
connect the home (Remote side) to the access hewkip(Central side). The twisted pair
is terminated in the DSLAM (DSL Access Multiplexefthe DSLAM will connect to the
access aggregation network using a L2 technolaglaft mostly ATM or Asynchronous
Transfer Mode, but more recently also using Ethgriidne L2 network is connected to a
BRAS (Broadband Remote Access Server) where elg.deRnections are terminated. The
BRAS will connect to the public Internet or to otlservice providers.

Details of the different blocks will be discussadhiore detail later in this chapter.
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The system reference model illustrates the funatibtocks required to provide ADSL
services. It is part of the ITU-T (Internationall@@mmunication Union —
Telecommunication standardization sector) recommama G.992.1 : Asymmetric digital
subscriber line (ADSL) transceivers (dated 06/1989)ts of the description of ADSL are
based on this recommendation.

The top figure gives the basic functional blockd e standard interfaces between these
functional blocks (this approach is very commomadeess networks, e.g. ISDN).

On the bottom figure from right to left we obsefear rectangles:

1. Home environment with SM (Service Module. e @) ,Reustomers premises network
(e.g. Ethernet or IEEE 802.11), and part of the enodunctionality (physical layer
towards home network and limited switching capaatg. ATM related). This includes
the NT2, TA and User Terminal functional blocks dhe T/S interface.

2. The NT1 block (Network Termination 1) includég tATU-R (ADSL Transceiver Unit
— Remote) and the POTS splitter R with a h-p (lpghks) and a I-p (low-pass) filter. We
observe some other interfaces (T-R, U-R2 and U-R).

3. At the DSLAM site we observe similar functio®JTS splitter, ATU-C or ATU
Central office). Note that at the DSLAM side a kargumber of end users will be
connected and multiplexed towards the broadbansaniet

4. The IP traffic will be connected to the broadbaetwork and the classical telephony
will be connected to the narrowband network.
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The overall bitrate over the DSL line is asymmettits is why one talks about
Asymmetric DSL). Downlink is typically in the randeto 6.784 Mbit/s and uplink
typically in the range of 64 to 640 kbit/s. Thiseoa&ll capacity is split in several bearer
channels, as indicated in the figure. We obserdewnlink simplex bearer channels (ASO,
AS1, AS2 and AS3) and 3 duplex bearer channels,(LS@ and LS2). In addition there is
room for operation, maintenance and control. Tieeeminimum requirement of having at
least the ASO and LSO channel.

The bitrates of these channels should be a mubiipB2 kbit/s. The table illustrates the
ranges the different channels may occupy (if threypaesent). The ASO channel may
occupy a range of 32 kbit/s (1 x 32 kbit/s) up 144 kbit/s (192 x 32 kbit/s).
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The figure shows a block diagram of an ATUr@nsmitter (ATU-C : ADSL

Transceiver Unit - Central office) for the downstmetransport of ATM data*. The figure
illustrates the functional blocks and interfaces.c&n be observed, a large part is physical
layer related.

Two paths are shown between the Mux/Sync contrdlTame ordering; the "fast" path
provides low latency; the interleaved path providesy low error rate and greater latency.
An ADSL system supporting ATM transport shall bpaale of operating in a single
latency mode, in which all user data is allocatedrte path (i.e. fast or interleaved). An
ADSL system supporting ATM transport may be capalbleperating in an optional dual
latency mode, in which user data is allocated th paths (i.e. fast and interleaved).
ADSL equipment shall support at least bearer chah86, support of AS1 is optional.
Some abbreviations:

NTR: Network Timing Reference (8 kHz reference éottansmitted downstream)
OAM: Operation Administration and Maintenance

EOC: Embedded Operations Channel

AOC: ADSL Overhead Control Channel

FEC: Forward Error Correction

Cell TC : Cell Transmission Convergence

CRC: Cyclic Redundancy Check

IDFT: Inverse Discrete Fourier Transform (use o2 sbefficients)

DAC: Digital Analog Conversion

* ADSL is using ATM (Asynchronous Transfer Mode)lsdo transport information. This
are very short packets (53 bytes) with 5 bytesiwe@d and 48 bytes payload.
Note: at the ATU-R, a similar functionality is ologed but in receiver mode.




Dia 35

This figure shows the return channels for an ATMdzhADSL system (at the ATU-R or
ADSL Transceiver Unit — Remote). In this case LS@livays required, LS1 is optional.
The LSx channels are used in simplex mode (althtlugi are duplex capable).

Note: at the ATU-C, a similar functionality is ologed but in receiver mode.
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The ADSL PHY was designed so that it could peatefid-exist with the standard POTS
spectrum. The two services can co-exist becaus&@®8t. spectrum only uses the
frequencies above POTS. The POTS spectrum goesieamDC to approximately 4 kHz.
A frequency guard band is placed between the P@&&timim and the ADSL spectrum to
help avoid interference. The ADSL spectrum stditsva the POTS band and extends up
to approximately 1.1 MHz. The lower part of the AD&pectrum is for upstream
transmission (from the customer to the Centrald@jfiand the upper part of the spectrum
is for downstream transmission. There are actuaiydifferent ways that the upstream
and downstream spectra can be arranged:

In a frequency division multiplexe@DM) system (or FDD or Frequency Division
Duplex), the upstream and downstream spectra yseate frequency ranges. They can
vary for different implementations, but typicallyetupstream band is from 26 to 138 kHz
and the downstream band is from 138 kHz to 1104 Hiis system is free from the
occurrence of a type of interference called saifstalk (the figures also illustrate the
power spectral density (PSD) allowed in the twedions). One drawback, however, is
that the downstream bandwidth is reduced in corapario an echo-cancelled system.
An echo-cancelledystem allows the downstream band to overlap thighupstream band.
The upstream band still uses the same frequermieshe downstream band can now
extend over the upstream band. The main advanfapessystem is that it significantly
extends the available downstream bandwidth. Howéivdoes require echo-canceling
circuitry due to the full-duplex transmission. lddéion, the presence of self-crosstalk
causes additional interference.
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ADSL is using the DMT technique (Discrete Multi TnThe DMT technique employs
frequency division multiplexing by dividing the ldmidth of a twisted pair is smaller
bands (each with a central carrier). The carriezsspaced at 4.3125 KHz intervals, with
224 of those used for the downstream data in thgerfrom 138 KHz to 1.1 MHz and 25
of those used for the upstream data in the rarge #6 KHz to 133 KHz (in case of
FDD).

The figure indicates the DMT spectrum with indicatiof the POTS band, upstream pilot
tone, downstream pilot tone, subcarrier spacind,;raimber of subcarriers for the
upstream and downstream direction. Dividing thelalke bandwidth into a set of
independent, orthogonal subchannels are the kBykb performance. By measuring the
SNR (Signal to Noise Ratio) of each subchannelthad assigning a number of bits based
on its quality, DMT transmits data on subcarrieihwgood SNRs and avoids regions of
the frequency spectrum that are too noisy or sévateenuated. The underlying
modulation technique is based on quadrature andglimodulation (QAM). Each
subchannel is 4.3125 kHz wide and is capable oficay up to 15 bits.

The stream of data bits is first divided into sevgarallel bit streams, and these are used
to modulate a sub-carrier each, independentlyebthers. The bandwidth efficiency
attainable in each of these sub bands extends@rtmd5 b/s/ Hz (depending on the SNR
of the subchannel). At low frequencies, where coppee attenuation is low and signal-to-
noise (SNR) ratio is high, it is common to use gy\gense constellation supporting 10 b/s/
Hz or more. In unfavourable line conditions, thedwlation can be relaxed to
accommodate a lower SNR, typically 4 b/s/ Hz osles

The advantage of this technique is that it adapthe line condition in the many narrow
sub bands by adjusting the constellation densitgralingly, and thus avoids wasting
energy in those band.
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QAM is a technique using a complex hybrid of ph@sequadrature’) as well as
amplitude modulation. The figure shows a simpldegjate form of QAM in which each
line signal state represents a 3-bit signal. Thhtedignal states are a combination of four
different relative phases and two different anglé levels. The table relates the
individual 3-bit patterns to the particular phaaad amplitudes of the signals that
represent them. Note the top right figure illustgtthe actual line signal pattern that
would result if we would send the signals in tHeléaconsecutively as shown.
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The QAM modaulation is using amplitude and phasméie a difference between the
different symbols. This can be represented in tmepiex plane where each point is
represented by a complex number (Z = x + jy).

An example for 16-QAM is shown in the table andfibare.

Dia 45

To have a bigger constellation size it is necessahave a better SNR in order to hold a
certain bit error rate. ADSL can go up to 16 QAMdulation (but this will be only
possible in case of a very good SNR).

The examples show general noise impact and thecingb@hase noise.
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ADSL is using a baud rate of 4000 symbols per sg¢par carrier) or every 0.250 msec a
symbol is transmitted on a specific carrier.

Because there are maximally 256 carriers, a maximiu2b6 symbols may be transmitted
at the same time (in practice this is of courseclolecause the lowest carriers are used for
POTS and because in the FDD the upstream and deanscarriers are different).
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The implementation is done using the Inverse RigcFourier Transform (IDTF). This
will transform the frequency samples (the complembers) into (real) time samples. This
requires however the use of and extended Z veekterfded with the conjugate values in
order to obtain real time values xk). The IDFT wjiénerate (max) 512 time samples in
parallel that will be converted in a serial stredinis stream will be converted into an
analogue signal that is transmitted over the twligt@r. An example is given in the next
slide.
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Implementation is typically done using the FFT ¢Hasurier Transform) algorithm.
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An example of the frequency domain and time dorgaghown (for 128 constellation
points).
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It is important to know for each of the channels ttumber of bits that can be transported
(will depend on the SNR in that channel, see alemn8on). In order to know the
constellations (and the gain factor one should,uke)down-stream channel is tested by a
broadband pseudo random signal during initializatithe ATU-R receiver calculates the
maximum number of bits per symbol that each dowwash channel can support. The
target error rate is 10-7 and the performance masgb dB. A table is sent back to the
ATU-C receiver with bit allocation, bk, and gainj@stment factor, gk. { bk, gk; k=1, 255

}. When both bk and glre zero, carrier # k is not used permanently. Whisnzero and g
is unity, carrier # k is not used temporarily. Grgsin adjustment of 6 dB may be required
for carriers above carrier #51. Fine gain adjustnoéi.5 dB may be required to equalize
the expected error rate performance across the tone
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ADSL uses the superframe structure shown in thedigeach superframe is composed of
68 data frames, numbered from O to 67, which ace@ésd and modulated into DMT
symbols. They are followed by a synchronizatiomisgl, which carries no user or
overhead bit-level data and is inserted by the redduto establish superframe
boundaries.

From the bit-level and user data perspective, thi Bymbol rate is 4000 baud (period =
250 ps), but in order to allow for the insertiortled synchronization symbol the
transmitted DMT symbol rate is 69/68 x 4000 baud.

Each data frame within the superframe contains fiata the fast buffer and the
interleaved buffer. The size of each buffer depemdthe assignment of bearer channels
made during initialization.
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Because of the addition of FEC redundancy bytesdaital interleaving, the data frames
(i.e. bit-level data prior to constellation encagjitnave different structural appearance at
the three reference points through the transngss below). The reference points for
which data framing is shown, are:

* A (Mux data frame): the multiplexed, synchronizata after the CRC has been inserted.

Mux data frames shall be generated at a nominalafed kbaud (i.e. every 0.258).

« B (FEC output data frame): the data frame geedrat the output of the FEC encoder at
the DMT symbol rate, where an FEC block may sparertttan one DMT symbol period
(in case of the interleaved data buffer).

« C (constellation encoder input data frame): theadrame presented to the constellation
coder.
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The figure illustrates the frame structure of tastfdata buffer at reference point A
(without FEC) and at reference point B/C (with F&dtied at the end).

Fast Byte : The synchronization byte of the fasa dmffer (indicated as "fast byte")
carries the CRC check bits in frame 0 and the atdicbits in frames 1, 34 and 35 (used
for OAM or Operations, Administration and Mainterah The fast byte in other frames is
assigned in even-/odd-frame pairs to either the EH&Xbedded Operations Channel
between ATU-R and ATU-C) or to synchronization ¢ohbf the bearer channels assigned
to the fast buffer.

ASx and LSx: groups of bytes used for the AS (serglearer) channels and the LS
(buplex bearer) channels.

AEX: A(S) extension bytes: bytes inserted in tlegmitted ADSL frame structure to
provide synchronization capacity that is sharedragndSx bearer channels

LEX: L(S) Extension bytes: bytes inserted in thsmitted ADSL frame structure to
provide synchronization capacity that is sharedragridSx and ASx bearer channels

FEC: Forward Error Correction (calculated on thebites of the Mux data frame)

Figure illustrating

the fast byte usages
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The figure illustrates the frame structure of thieileaved data buffer at reference point A
(without FEC) and at reference point B (with FERgference point C is not shown
(interleaving). Note that this is more complex camgal to the fast data buffer due to the
FEC calculation over S frames (where S may be thefsuperframe.

Note: The synchronization byte of the interleavathduffer ("sync byte") carries the
CRC check bits for the previous superframe in fr@mia all other frames (1 through 67),
the sync byte shall be used for synchronizatiorirobof the bearer channels assigned to
the interleaved data buffer or used to carry an BB®rhead control (AOC) channel. See
also figure below.
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Two cyclic redundancy checks (CRCs) — one for &t flata buffer and one for the
interleaved data buffer — shall be generated foh saperframe and transmitted in the first
frame of the following superframe. Eight bits peffbr type (fast or interleaved) per
superframe are allocated to the CRC check bitss@bés are computed from the k
message bits (mi) using the equation:

crc(D) =M(D) D® moduloG(D)  where:

M(D) = mD** + myD*2 + ... +m_,D + m is the message polynomial,
GD)=D*+D*+D*+D*+ 1 is the generating polynomial,

crc(D) =¢o D7 +¢,D6 + ... +¢ D + ¢ is the check polynomial

D is the delay operator.

CRC is the remainder whéwi(D) D? is divided byG(D). The CRC check bits are
transported in the synchronization bytes (fastiatetleaved, 8 bits each) of frame 0 for
each data buffer.

At the decoding side (M'(D) is received message will do the same division but now
using M’(D).D° + crc(D). If there is no error, the remainder vadl all zeros.

Note: {M’(D) D8 + crc(D)}modulo G(D) = 0 if M’(D) =M(D)
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The figure shows a simple example of a CRC calmrafhe message is 11100110 and
the generator polynomial is 11001. The remainder afivision is 0110 (the CRC code).
First 4 zeros are appended to the message, whittuisalent to multiplying with 2 This

is then divided (modulo 2) by the generator polyi@nThe modulo 2 division is
equivalent to performing the exclusive-OR operabdrby-bit in parallel as each bit in the
dividend is processed. Also, with modulo 2 arithimete can perform a division into each
remainder, providing the two numbers are of theeslngth (that is the most significant
bits are both 1s. We do not consider the relatimgmitudes of both numbers.
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The circuit operates as follows. The feedback shitster (top) is cleared and the first
byte in the frame is parallel-loaded into the traitshift register (bottom). This is then
shifted out to the transmission line, most siguificbit first, at a rate determinated by the
transmitter clock. In time synchronism with thisetsame bitstream is exclusive-ORed
with x3 and passed via the feedback path to thectal inputs of the feedback shift
register. As each subsequent 8-bit byte is loadiedthe transmit shift register and bit-
serially transmitted to line, the procedure repéiitsally, after the last byte in the frame
has been output, the transmit shift register iddolawith zeros and the feedback control
signal changes from 1 to 0 so that the currentesustof the feedback shift register — the
computed remainder — follows the frame contents tim transmission line.
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The binary data streams output (LSB of each byst) firom the fast and interleaved data
buffers shall be scrambled separately using tHeviihg algorithm for both:

d,=d XOR di1s XOR d\23
wherednis then-th output from the fast or interleaved buffer.(irgput to the scrambler),
andd'nis then-th output from the corresponding scrambler.
Descrambling is done in the same way, reversingt¢h@mbling of the data.
The scramblers are applied to the serial datarageeithout reference to any framing or
symbol synchronization.
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The example clearly shows a strong reduction irtrdm@smission of long sequences of
Zeros or ones.
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Block codes are memoryless codes as each outpetvood depends only on the current k-
bit message (e.g. parity bits may correct a siagler). In contrast, with a convolutional
code, the continuous stream of source bits is ¢gergpon to produce a continuous stream
of output (encoded) bits. Because of the natute@encoding process, the sequence of
source bits is said to be convolved (by applyirspecific binary operation on them : e.g.
shifting and adding) to produce the output bit seme.

In ADSL, R (i.e. R or R) redundant check bytegs cq, ..., G2, Cr-1 Shall be appended to

K (i.e. Kr or S x K) message bytesgmm, ..., Nk.2, Mk.; to form a Reed-Solomon
codeword of size N = K + R bytes. Possible R vahres: 0,2,4,6,8,10,12,14 and 16;
possible S values are 1,2,4,8,16 (only for therieséed data).
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We will use a simplified example to explain thengiple of a Reed-Solomon
convolutional encoder/decoder (see figure). Witk #mcoder, the three-bit shift register
provides the memory and the two modulo-2 addersdheolution operation. For each bit
in the input sequence, two bits are output, onefeach of the two modulo-2 adders. The
encoder shown is thus known as a rateKI/R)( convolutional encoder with a constraint
length of 3.

The operation is illustrated in the table (each liepresents a next clock cycle). Initially.
we assume that the shift register is cleared,ishétis set to all Os. After the first bit in the
input sequence has been shifted (entered) intshifieregister its contents are 001. The
outputs from the two modulo-2 adders are 0 + 1(adtler 1) and 0 + 1 = 1 (adder 2).
Thus, the first two output bits are 11 and theseoaitput before the next input bit is
entered into the shift register. Since the inputais a 1, the lower branch path on the
trellis diagram (see later) is followed and thepottis 11, as derived. After the second
input bit has been entered, the shift registeraioat011. The two adder outputs are 0 + 1
=1 (adder 1) and 1 + 1 = 0 (adder 2). Thus, tleedutput bits are 10 and again these are
output before the next input bit is processed. Agsince the input bit was a 1, the lower
branch on the trellis diagram is followed and tbépat is 10, as derived. Continuing, the
third input bit makes the shift register conterit® and hence the two output bits are 11; 1
+0=1(adder 1) and 1 + 0 = 1 (adder 2). Alsa¢esithe input bit was a 0, the upper
branch path on the trellis diagram is followed.sTpiocess then continues.
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The figure illustrates the tree representation Bead Solomon encoder. The branching
points in the tree are known as nodes and theshree's the two possible branches at each
node; the upper of the two branches correspond®tmput bit and the lower branch to a 1
bit. The pair of output bits corresponding to twe possible branches at each node are
shown on the outside of each branch line. As wesean with a tree diagram the number
of branches in the tree doubles for each new ibjpuHowever, the tree is repetitive after
the second branch level since, after this levekglare only four unique branch nodes.
These are known asates and are shown &, B, C, andD in the figure. As we can see,
from any one of these nodes the same pair of obifgiand new node state occurs,
irrespective of the position of the node in thetrieéor example, from any no@ethe same
pair of branch alternatives occur: 10 output and st&ateA for a O input, or 01 output and
new stateB for a 1 input.
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The trellis diagram shows the outputs that resathfthe encoder for all possible input bit
sequences. Then, for a specific input sequendagkeath through the trellis - and hence
sequence of output bits — results. As an examipéelower figure shows the path through
the trellis, and hence the output sequence, carnepg to the input sequence 110101....
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The aim of the decoder is to determine st likely output sequence, given a received
bitstream (which may have errors) and a knowledgkeeoencoder used at the source. The
decoding procedure is equivalent to comparing ¢leeived sequence with all the possible
sequences that may be obtained with the respestiseder and then selecting the
sequence that is closest to the received sequ&heddamming distance between two
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codewords is the number of bits that differ betwtesm. Therefore, when selecting the
sequence that is closest to the received sequisrecelamming distance between the
received sequence and each of the possible sequisrmamputed, and the one with the
least distance is selected. Clearly, in the lilmg hecessitates comparing the complete
received sequence with all the possible sequenoéshence paths through the trellis. This
is impractical in most cases and hence we must ommipe.
Essentially, a running count is maintained of tletathce between the actual received
sequence and each possible sequence but, at edelmrtbe trellis, only a single path is
retained. There are always two paths merging &t eade and the path selected is the one
with the minimum Hamming distance, the other isgimerminated. The retained paths
are known asurvivor paths and the final path selected is the one with ainantis path
through the trellis with a minimum aggregate Hamgrilistance. This procedure is known
as theViterbi algorithm. The decoder, which aims to find the most likedytp
corresponding to the received sequence, is knovennaaximum-likelihood decoder.
EXAMPLE: Assume that a message sequence of 100114® be sent using the encoder
shown before. From the trellis diagram for thisaer, we can deduce that this will yield
a transmitted (output) sequence of:
11011011100011...
Now assume a burst error occurs so that two bitsisfencoded sequence are corrupted
during transmission. The received sequence islasvia
11010011 110011...

T T

Use the Viterbi algorithm to determine from thig tmost likely transmitted sequence.
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Answer:

The figure (top) shows how the survivor paths dm@sen. The number shown by each path
merging at a node is the accumulated Hamming disthetween the path followed to get
to that node and the actual received sequence.

If the path chosen is that starting at the rooten@itanch level 0), the received sequence is
11 and the Hamming distances for the two path® &oe path 00 and O for path 11. These
two distance values are added to the paths emgrfatim these nodes. Thus, at branch
level 1, the received sequence is 01 and the twesgeom nodeA have Hamming

distances of 1 for path 00 and 1 for path 11. Tdoeimulated distances are thus 2 +1 =3
for each path. Similarly, the two paths emanatiogfnodeB have Hamming distances of
0 for path 01 and 2 for path 10, and hence theraotated distances are 0 + 0 =0 and 0 +
2 = 2, respectively. A similar procedure is repdatebranch level 2.

At branch level 3 and onwards, however, the salagirocess starts. Thus, the two paths
merging at nodé (at branch level 3) have accumulated distanc&sawid 1, of which the
latter is selected to be the survivor path for tiade - this is shown as a bold line on the
trellis diagram. A similar selection process iddeled at node8, C andD. At nodeC,
however, we can see that the two merging pathshmoth the same accumulated distance
of 4. In such cases, the upper path is selectexh, After the selection process, all
subsequent distances are calculated relative tadtiemulated distance associated with the
selected path.
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It now remains to select the most likely path aedde the output sequence. Although the
decoding procedure continues, by inspection optiréion of the trellis shown, we can see
that:

« only four paths have a continuous path throughtttéllis;

« the distance corresponding to the paBCABDDCis the minimum.

Thus, this is the path that is selected, the cpamgding output sequence being 11 01 10 11
10 00 11..., which corresponds to the original éledo(and hence transmitted) sequence.
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The Reed-Solomon codewords in the interleave bsfiall be convolutionally interleaved.
The interleaving depth varies, but shall always p@wer of 2. Convolutional interleaving
is defined by the rule: Each of the N bytes BjQ,,Bj., BjN-1 in a Reed-Solomon
codeword (j) are delayed by an amount that vaimestly with the byte index. More
precisely, byte Bji (with index i) is delayed by«D) x i bytes, where D is the interleave
depth. An example for N =5, D = 2 is shown in thiele, where Bji denotes the i-th byte
of the j-th codeword.
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A DMT time-domain signal has a high peak-to-avenagm® (its amplitude distribution is
almost Gaussian), and large values may be clippadebdigital-to-analogue converter.
The error signal caused by clipping can be consitles an additive negative impulse for
the time sample that was clipped. The clippingrepawer is almost equally distributed
across all tones in the symbol in which clippingurs. Clipping is therefore most likely to
cause errors on those tones that, in anticipati@enhigher received SNR, have been
assigned the largest number of bits (and therdfave the densest constellations). These
occasional errors can be reliably corrected byFBE€ coding if the tones with the largest
number of bits have been assigned to the interlbaffer. The numbers of bits and the
relative gains to be used for every tone shalldleutated in the ATU-R receiver, and sent
back to the ATU-C according to a defined protocait(discussed further). The pairs of
numbers are typically stored, in ascending ordéresfuency or tone numbegrin a bit and
gain table.

The "tone-ordered" encoding shall first assign@heN: bits from the fast data buffer to
the tones with the smallest number of bits assigaedem, and then the 8 x bits from

the interleave data buffer to the remaining toAdigones shall be encoded with the
number of bits assigned to them; one tone may fiieréave a mixture of bits from the
fast and interleaved buffers. The ordered bit thhkshall be based on the original bit table
b; as follows:

Fork =0 to 15{ From the bit table, find the set of allith the number of bits per torg
=k, Assignb; to the ordered bit allocation table in ascendirdgoofl }

A complementary de-ordering procedure should bopeed in the ATU-R receiver. It is
not necessary, however, to send the results ajridtering process to the receiver because
the bit table was originally generated in the ATUaRd therefore that table has all the
information necessary to perform the de-ordering.
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The figure shows the overall architecture of an AlA8ynchronous Transfer Mode) based
DSL access network. ATM is used between the ATUh& ATU-C and further it is also
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used to interconnect the DSLAMs to BRAS (BroadbRednote Access Servers). This is
sometimes called the aggregation network. ATM flavils start at the BRAS and
terminate in the ATU-R (or the other way aroundyt&that ATM will typically transport
PPP frames that are filled with IP packets.

An ADSL system transporting ATM shall support thegée latency mode* at all integer
multiples of 32 kbit/s up to 6.144 Mbit/s downstreand up to 640 kbit/s upstream. For
single latency, ATM data shall be mapped to beemannel ASO in the downstream
direction and to bearer channel LSO in the upstrdimection. Single latency is defined as
all payload data passing through a single latera p

ADSL systems transporting ATM shall support beateannel ASO downstream and
bearer channel LSO upstream, with each of thesebelaannels independently allocable
to a particular latency path as selected by the AT&t start-up. Therefore, support of dual
latency is optional for both downstream and upstrdddownstream ATM data are
transmitted through a single latency path (i.estfanly or "interleaved" only), only bearer
channel ASO shall be used, and it shall be allactt¢he appropriate latency path. If
downstream ATM data are transmitted through badtniey paths (i.e. "fast” and
"interleaved"), only bearer channels ASO and ASdlldie used, and they shall be allocated
to different latency paths. Similarly, if upstre#M data are transmitted through a single
latency path (i.e. "fast" only or "interleaved" ghlonly bearer channel LSO shall be used
and it shall be allocated to the appropriate latgrath. The choice of the fast or
interleaved path may be made independently oftioéce for the downstream data. If
upstream ATM data are transmitted through botmtatepaths (i.e. "fast* and
"interleaved"), only bearer channels LSO and LSdlldie used and they shall be allocated
to different latency paths. Bearer channel ASOlshgdport the transport of data at all
integer multiples of 32 kbit/s from 32 kbit/s tdl84 Mbit/s. Bearer channel LSO shall
support all integer multiples of 32 kbit/s from [82it/s to 640 kbit/s. Support for data rates
based on non-integer multiples of 32 kbit/s is alptional.

* For ATM systems, the channelization of differgatyloads is embedded within the ATM
data stream using different Virtual Paths and/agtidl Channels. Therefore the basic
requirements for ATM are for only one ADSL bearkacnel downstream and only one
ADSL bearer channel upstream.

ATM is using the same principle as MPLS : label®(\ér Virtual Path Identifiers and VCI
or Virtual Channel Identifiers that are part of theader) are used to define the path in the
network. A path will be specified by using tranglattables (translating the VPI and VCI)
in each node on the path. An ATM packet (calle@l§ bas a fixed length of 5 bytes
header overhead and 48 bytes payload.
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This figure gives an overview of some recent evohg in xXDSL technology. Some of the
goals are: increase the available bit rate, ma&etieams more symmetric and try to keep
the distance bridged as large as possible.
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VDSL transceivers shall use Frequency Division Bxjrlg (FDD) in separating upstream
and downstream transmission. VDSL systems userebfand plan that starts at 138 kHz
and extends up to 12 MHz. The four frequency bamdslenoted as DS1, US1, DS2, and
US2(DS: downstream; US upstream). Frequency spadititge DMT subbands (or tones)
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is 4.3125 kHZ and in total there are 2n+8 tonesiptes (n=0,1,2,3,4) or 256, 512, 1024,
2048 or 4096 tones.
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CATV networks (Community Antenna TeleVision) haee & long time been solely
deployed for the distribution of television progmato the subscribers, coaxial cable was
used as medium of transmission. Present CATV nédsvare therefore optimized for
unidirectional transmission of distribution sendce

The network basically consists of a tree and brametxial cable in order to distribute TV-
signals (typical bandwidth / channel: 6 to 8 MHZ)i the “Head End"to the homes.

In Europe the CATV program channels are typicallsated in the VHF band (from 47 -
68 MHz) next to the FM radio channels (from 874 MHz) and in the UHF band (from
174 - 230 MHz and from 470 - 960 MHz).

The network is unidirectional and distributive. Taare typically a large number of users
connected (in the past 50000 or more) to one Hal(HE). In the Head End, the
different TV-signals are captured (from satelldptical fiber, terrestrial wireless
connections) or locally generated. They are comborethe correct carrier frequencies
using FDM (Frequency Division Multiplexing).

The household penetration is largely dependindhercbuntry. Some examples are :
Belgium 90%, The Netherlands 87%, Germany 53%, DenB¥k, Sweden 51%,
Portugal 23%, UK 13%, France 12%, Spain 4%, Italy <1&6pfe (EU15) 30% [CATV
subscribers / households in %, figures from 2000].
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A typical tree and branch topology of the CATV netlwis shown in the figure. We
observe that amplifiers are used in order to owvercthe transmission and splitting losses.
This results however in a unidirectional systemaose the amplifiers are unidirectional.
There are 3 parts in the network : Trunk Cablelwitink amplifiers), Feeder Cable (with
feeder amplifiers) and Drop Cable.

Note that the coaxial network is a shared mediuces network, this means that the
available bandwidth needs to be shared by all ouste connected to one “branch” of the
network. Because for TV-distribution all customegseive the same signal, this is not a
limitation.

Dia 80

When adapting the coax network for the provisiointéractive multimedia services (such
as telephony, data communication, internet acé438) it is predominant to:

go from analog to digital (but use overlay struetto support current analog TV-services)
provide bidirectional transmission (a split of ggectrum in upstream and downstream is
required to allow bidirectional amplification)

decrease the distance covered by coax cable im rdeduce the sharing of the same
transmission medium

improve the bandwidth usage by implementing advéimeedulation techniques

connect the network to a backbone network (telephioternet).

As already discussed in the TP network, advancedutation techniques are incorporated
in modems to allow a more efficient use of the k¢ bandwidth. Next to that, the
frequency band used on the coax network, will als@xpanded by the introduction of
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improved amplifiers (upto 1 GHz). Upgrading the aeipy available for each user, will be
done by gradually deploying optical fibre in théwerk and decreasing the amount of
users connected to the same network branch. 8glifh the available spectrum, as shown
on the next slides, enables bi-directionality ie tietwork.

Next to these measures to allow broadband servittesactive services will only be
possible by introducing switching/routing capabkiiit the network. This can be obtained
in the head end by interconnection to a switchedad@band) network

It is clear that although the operators are eagapgrade their coax network, the current
analog TV-channels should still be available onrtbvork (not everybody will switch at
the same time to interactive services !).
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This figures illustrates a coax cable network thatdapted to support interactive
multimedia services. One observes the bidirectiangblifiers (for bidirectional
transmission), the optical fiber and the intercariom with PSTN and Internet.

This network is sometimes called a HFC or HybriddriCoax network.

The number of users typically sharing the coaxi&d tand branch is in the range of 500 to
2000.
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The spectrum used on the coaxial cable has tolhdmpupstream (from user to network)
and downstream (from network to user) traffic. Eixact split of the available coax
spectrum and the allocation of the frequency pkpetdd on operator and country
(regulation).

Generally speaking we can state that the upstregffictwill be allocated in the lower part
of the frequency band (between 5 MHz and 25 - 65zZMHMhe upstream direction will
carry the voice telephony signal but also packets ®© the Internet or commands to
request video services.

The major part of the spectrum is allocated for dstneam traffic. The analogue TV-
channels are allocated in 6-8 MHz channels. Eiqtion of the coaxial frequency
spectrum is foreseen in the near future up to tHe @gion. Upper regions in the
frequency spectrum are typically allocated for net@ractive services. Please note that
once certain analogue TV-channels are no longet insthe future, these frequency bands
can be used for digital TV or other types of sersic

One of the key advantages of the coax access retsvtite ability to carry multiple types
of information in multiple formats shared by a sdd¢ number of users. This means that
when using appropriate modulation and compressidmiques, a large range of services
can be offered to the users.
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This figure illustrates in more detail the usagé¢hef spectrum in the current CATV
network. In order to introduce iDTV, a number ofilog channels were converted in to
digital channels (not shown on the figure).
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A recent standard that supports digital bidireclaccess on coax plants is Docsis (Data
Over Cable System Interface Specification). This $S-standard that has been adapted to
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the European cable networks (Euro Docsis). Thadstahis specifying the physical layer
(different for US and Europe) and the data linkelaga.o. Medium Access Control
protocol on the shared upstream coax part).
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The general architecture is shown in the top figukdCMTS (Cable Modem Termination
System) will be connected to the public networlt (l&terface) and to the HFC network on
the right side. The network consists of a fibett pad a tree and branch coax part. At the
customer premises, the analog TV-signals are redthfreen the signal and the digital
signals are decoded in the Cable Modem (CM). Tterface that is provided is Ethernet
(10 or 100 Mbit/s) or Universal Serial Bus or USE (Mbit/s or USB with 480 Mbit/s) or
Peripheral Component Interface or PCI (132 MByte/% GByte/s). WiFi (IEEE 802.11)

is also an option.

Some general characteristics of the Euro Docsiesyare listed in the table. The
downstream direction will make use of a frequeranyge up to about 860 MHz (starting
from about 100 MHz). This frequency range will Ipéitsn bands of 8 MHz (=analog TV-
channel separation) which will be modulated ugidgr 256 QAM (Quadrature
Amplitude Modulation). The resulting bitrates isiagle 8 MHz channel range
approximately between 40 and 50 Mbit/s. MPEG islueehe downstream direction. Note
that FM radio is also distributed over the coaelgfiore the downstream frequency starts
at 108 MHz).

The upstream direction is more complicated becausember of users may send some
information at the same time to the head end. Wiligequire a medium access control
protocol (TDMA or Time Division Multiple Access bed). The available frequency range
is from 5 to 65 MHz* and it is split in frequencwamds in the range of 0.2 to 3.2 MHz.
Depending on the modulation format (16-QAM or QP&Kiadrature Phase Shift Keying)
and the bandwidth of the frequency bands, bitnateging from 0.32 to 10 Mbit/s are
available.

* The frequency spectrum between 5 and 20 MHz suffer from disturbances and will
not be used in general.
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The various protocols that are used in the DOC&ifdsird all have specific functions.
The relationships of these protocols are showhéndiagram labeled "DOCSIS
Protocols”. These protocols are the basis of ojper&br any cable modem. The lower four
layers are specific to the cable data network (pFRDt) and are the foundation of
communication between any cable modem (CM) anddbé modem termination system
(CMTS). The upper layers are protocols that ardexdhiover the communication path
established by the lower layers. Well known IP m&y such as email, web, file transfer,
and network news are all presented as TCP/IPdrdfiher protocols such as IPX/SPX,
AppleTalk, and NetBeui are possible however sineast majority of the internet is based
on TCP/IP, they are not shown here.

The lower four layers of DOCSIS are:

PHY - physical layer. This layer defines the motiolaschemes used on a HFC plant.
This layer is responsible for translating the régnal found on the actual coaxial cable to
and from digital information used by the upper Iayia the protocol stack. The modulation
schemes present on the coaxial cable can be &36oyadrature amplitude modulation
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(64- or 256-QAM) for the downstream and quadrapirase shift keying or 16-QAM for
the upstream.

MPEG-2 - transmission convergence layer. All datt ts present on the downstream is
encapsulated into MPEG-2 frames. These framesaataia the actual video and audio
data that is typically decoded and presented asmiage and sound. They can also contain
data that is decoded and presented as informataitable for computer usage (i.e. the
internet). Since all data... voice, audio, interné encoded into MPEG-2 frames, it is
quite feasible for a cable operator to multiplebsanals onto one cable. This is inherently
how cable internet access works.

MAC - media access control layer. All data thgpiesent on the upstream is managed by
this section of the DOCSIS protocol stack. Sin¢#¢~& plant is similar to an Ethernet
network in that all communication devices are "certad"” to the same cable, it is
imperative that an orderly process exist wherekyGMTS can tell the CM when to
transmit data and for how long. The MAC layer is theans of coordinating upstream
traffic from the CM to the CMTS.

BPI - data link encryption. Since the cable netwisrl shared medium, there must be a
method to protect user data from malicious usage.DOCSIS standard defines Baseline
Privacy Interface as this method.
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The upstream channel is characterized by manyrittiess (CMs) and one receiver
(CMTS). Time in the upstream channel is slottedyvjating for Time Division Multiple
Access at regulated time ticks. The CMTS provithestime reference and controls the
allowed usage for each interval. Intervals may fa@tgd for transmissions by particular
CMs, or for contention by all CMs. CMs may conteéadequest transmission time. Some
highlights of the MAC protocol v1.1 include:

- Bandwidth allocation controlled by CMTS

- A stream of mini-slots in the upstream

- Dynamic mix of contention- and reservation-bagpstream transmit opportunities

- Bandwidth efficiency through support of varialdegth packets

- Extensions provided for future support of ATMather Data PDU

- Quality-of-service features

- Support for a wide range of data rates.
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Upstream bandwidth allocation

The upstream channel is modeled as a stream ofshoits. The CMTS must generate the
time reference for identifying these slots. It malso control access to these slots by the
cable modems. For example, it may grant some nuofbEyntiguous slots to a CM for it
to transmit a data PDU. The CM must time its traissian so that the CMTS receives it in
the time reference specified. The basic mechanisrassigning bandwidth management is
the allocation MAP. The allocation MAP is a MAC nagigment message transmitted by
the CMTS on the downstream channel which describespome interval, the uses to
which the upstream mini-slots must be put. A givbhP may describe some slots as
grants for particular stations to transmit dateother slots as available for contention
transmission, and other slots as an opportunityéev stations to join the link. Many
different scheduling algorithms may be implemeritedhe CMTS by different vendors;
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this specification does not mandate a particulgordhm. Instead, it describes the protocol
elements by which a bandwidth is requested andegan
The allocation MAP MAC management message

The allocation MAP is a varying-length MAC Managermessage that is transmitted by
the CMTS to define transmission opportunities anudpstream channel. It includes a
fixed-length header followed by a variable numbieinformation elements (IEs). Each
information element defines the allowed usage famge of mini-slots.
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Quiality of Services

The DOCSIS RFI v1.1 provide the following five cdas of service for the traffic.

- Unsolicited Grant Service (UGS)

- Real-Time Polling Service (rtPS)

- Unsolicited Grant Service with Activity Detectigd SGAD)

- Non-Real time polling service (nrtPS)

- Best effort Service (BE)

UGS support isochronous traffic such as CBR typ#itt The CMTS gives periodic grant
for this traffic. The rtPS provide the rt-VBR typervice in ATM but uses the polling
mechanism to support the real time traffic. USG-&[@ new service in the DOCSIS
version 1.1. It uses the CM activity detection téghe and gives the grant when the CM is
active. This service can support voice traffic vétlence suppression. nrtPS and BE are
similar to non-real time VBR and UBR services inMTTo provide these QoS to the
incoming traffic, following concepts are addedtie DOCSIS version 1.1.

- Packet Classification and Flow Identification

- Service Flow QoS Scheduling

- Dynamic Service Establishment

- Fragmentation
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The figure illustrates that a MAP PDU is receivedtiie CM and in this way the US
channel is defined. The US channel MAP typicalbrist with a number of minislots
reserved for access request (in contention modaumber of blocks follow where
different CMs are allowed to send information upains.
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The principle topology of the network is shownlie figure.

Originally the CATV network consisted of head-effabere the video signals were
captured and put on the coax) of the differentealplerators and a tree and branch coaxial
network. There were a large number of head-endasusecof the large number of CATV
operators in Flanders.

Each coax tree and branch network is currently splslands (connected to a node, dots
on the figure) and these nodes are connectedfibieraring to the original headend
(triangle on the figure). The nodes are servinguah®00 CATV subscribers (between 125
and 2000) via the existing upgraded coax plant. idelends themselves are
interconnected to the new switches (5 in totalrespnted by squares on the figure) by the
use of 8 secondary rings connected to a primagy rin

The actual topology is shown on the next figure.
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Topology of the Telenet Operations network : priynang and secondary rings.
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Fiber network of Telenet.

Dia 96

The figure illustrates the usage of fiber in acaestsvorks. The FTTC and HFC scenario’s
were mentioned already during the description o8k@and coax networks.

The two lower figures illustrate FTTH (Fiber To THeme) architectures. Two options
are: the PON or Passive Optical Network solutigreating in a point-to-multipoint
mode) and a point-to-point based solution. TheY lvgldiscussed in the next slides
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In an optical access network, the Central Offic€)©ontains an optical line terminal
(OLT) which provides the network-interface, andtlILT is connected to one or more
optical network units or terminals (ONU or ONT)thé user-side. Dependent on the used
architecture (either active or passive) and thestrassion protocol (either Ethernet or
ATM), we can distinguish numerous topologies.

Passive Optical Networks or PONs are point-to-rpaltit connections, made up of fibre
optic cabling, of passive splitters and couplesd thistribute an optical signal through a
branched "tree" topology to connectors that terteimach fibre segment. For PON
architectures, there is the choice between eittierget or ATM. Two groups are working
on these standards: IEEE 802.3ah (EFM: Etherniieirfrirst Mile, also promoted by
Ethernet in the First Mile Alliance or EFMA) and &S (Full Service Access Network,
backed by the ITU ).

EPON or Ethernet PON (IEEE 802.3ah).

Recently, the possibility of a 10-Gb/s EPON stadd&nown as next generation EPON or
NGEPON) is being proposed to the IEEE.

BPON or Broadband PON (ITU-T G.983).

Originally: APON or ATM PON. The initial PON speitétions defined by the FSAN
committee used ATM as their layer 2 signalling poai. Use of the term APON led users
to believe that only ATM services could be provided&nd-users, so the FSAN decided to
broaden the name to Broadband PON (BPON). BPONm®sbffer numerous broadband
services including Ethernet access and video digtdn.

GPON or Gigabit PON (ITU-T G.984).

In 2001 the FSAN group initiated a new effort faarglardizing PON networks operating
at bit rates of above 1 Gb/s. Apart from the neeslipport higher bit rates, the overall
protocol has been opened for re-consideration leedaught solution should be the most
optimal and efficient in terms of support for mplé services, OAM&P (Operations,
Administration, Maintenance and Provisioning) fuocality and scalability.

Instead of having a PON, it is also possible tda@epn active network (with point-to-
point connections), which looks very similar to@Np, however with some important
differences. The most fundamental one is to replaeg@assive, unmanageable splitters in
the field by an active node. An important consegedn that a power line between the CO
and the active node will be necessary. For poigdint fiber topologies, the standard
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technology is (Active) Ethernet, also defined by lBEE (IEEE 802.3ah) and ITU (ITU-T
G.985).
More details about the different standards carobed on the next slide.
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The table gives an overview of the most importanhhologies and related standards for
optical access networks.
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The graphs illustrate the recent deployments of X &TT

Roughly, the geographical distribution of the diffiet protocols (see above) is as follows:
Europa: Point-to-Point Ethernet (IEEE 802.3ah)

Japan: Point-to-Multipoint Ethernet or EPON (IEEE2&8ah)

USA: BPON/GPON (ITU-T G.983/G.984)
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The top figure shows a typical PON deployment sdenehere a fiber is leaving the OLT
(central office side) and is split in 4 fibers. Tivst part uses buried optical fiber cable, the
second part (closer to the user) uses overhead (@aiinected to poles).

The bottom figure illustrates a possible architezincluding the supported services and
interfaces. Note that the PON is using CWDM (Coa&kserelength Division Multiplexing)
using the 1500 nm band for downstream traffic dred1t300 nm band for upstream traffic.
An overlay network at 1550 nm is distributing CATAdeo signals.
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Ranging: measuring the distance between the catkems (at home) and the CMTS.
This is important to schedule the upstream trgffite has to take into account the delays
in order to avoid collisions of upstream packets).
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Data is broadcast downstream from the OLT to migltipNUs in variable-length packets
of up to 1,518 bytes, according to the IEEE 802&qzol. Each packet carries a header
that uniquely identifies it as data intended forl®N, ONU-2, or ONU-3. In addition,
some packets may be intended for all of the ONUWsafiicast packets) or a particular
group of ONUs (multicast packets). At the splittée traffic is divided into three separate
signals, each carrying all of the ONU—-specific paskWhen the data reaches the ONU, it
accepts the packets that are intended for it aschdis the packets that are intended for
other ONUs.

EPON Frame Formats

The downstream traffic is segmented into fixed+vakframes, each of which carries
multiple variable-length packets. Clocking inforinat in the form of a synchronization
marker, is included at the beginning of each frafite synchronization marker is a one-
byte code that is transmitted every 2 ms to synihesthe ONUs with the OLT.

Each variable-length packet is addressed to afsp@iU as indicated by the numbers, 1
through N. The packets are formatted accordingedEEE 802.3 standard and are
transmitted downstream at 1 Gbps. The expanded oi@me variable-length packet
shows the header, the variable-length payloaditameérror-detection field.

24




Dia 105

Upstream traffic is managed by utilizing TDM teclogy, in which transmission time
slots are dedicated to the ONUs. The time slotsymehronized so that upstream packets
from the ONUs do not interfere with each other otheedata is coupled onto the common
fiber. For example, ONU-1 transmits packet 1 inftre time slot, ONU-2 transmits
packet 2 in a second non-overlapping time slot,@NdU—3 transmits packet 3 in a third
non-overlapping time slot.

EPON Frame Formats

The upstream traffic is segmented into frames,eawh frame is further segmented into
ONU-specific time slots. The upstream frames amaéal by a continuous transmission
interval of 2 ms. A frame header identifies thetstd each upstream frame.

The ONU-specific time slots are transmission irdéswvithin each upstream frame that
are dedicated to the transmission of variable-lepgickets from specific ONUs. Each
ONU has a dedicated time slot within each upstrgame. For example, each upstream
frame is divided into N time slots, with each tisiet corresponding to its respective ONU,
1 through N.

The TDM controller for each ONU, in conjunction Wwiiming information from the OLT,
controls the upstream transmission timing of theade-length packets within the
dedicated time slots. The figure shows an expanaed of the ONU—specific time slot
(dedicated to ONU-4) that includes two variablegtbrpackets and some time-slot
overhead. The time-slot overhead includes a guaind ktiming indicators, and signal
power indicators. When there is no traffic to traitdrom the ONU, a time slot may be
filled with an idle signal.
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The IEEE 802.3ah Task Force is developing the #eecenultipoint control protocol
(MPCP), which arbitrates channel access amongaleasffice and subscribers. MPCP is
used to dynamically assign the upstream bandwslthscriber to service provider), which
is the key challenge in access protocol desigiERDNs. Note that MPCP does not
specify any particular dynamic bandwidth allocat{®BA) algorithm. Instead, it is
intended to facilitate the implementation of DBAalithms.

The MPCP arbitration mechanism is used to dynatgiealkign nonoverlapping upstream
transmission windows (time slots) to each ONU. Besiauto-discovery, registration, and
ranging (RTT computation) operations for newly ati@NUs, MPCP provides the
signaling infrastructure (control plane) for cooraling data transmissions from the ONUs
to the OLT. The basic idea is that the upstreandWwadth is divided into bandwidth units
via TDM. These units are assigned to the ONUs termkned by the OLT according to
the DBA algorithm in use. The OLT has control otrex assignment of these units of
bandwidth. These units can be assigned on thesfheaded or can be reserved in advance.
For efficiency reasons, any reserved units orifsaaf units of bandwidth that go unused
can in general be re-assigned on the fly by the @Ldther ONUSs that could make use of
it.
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MPCP uses two types of messages to facilitateratioih: REPORT and GATE. Each

ONU has a set of queues, possibly prioritized, ingldEthernet frames ready for upstream

transmission to the OLT. The REPORT message is Iog@th ONU to report bandwidth
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requirements (typically in the form of queue ocaupes) to the OLT. A REPORT
message can support the reporting of up to 13 qoecigpancies of the corresponding
ONU. Upon receiving a REPORT message, the OLT gassethe DBA algorithm
module. The DBA module calculates the upstreanstragsion schedule of all ONUs such
that channel collisions are avoided. After exeautime DBA algorithm, the OLT transmits
GATE messages to issue transmission grants. EadfEG#essage can support up to four
transmission grants. Each transmission grant amsithe transmission start time and
transmission length of the corresponding ONU. BEablJ updates its local clock using
the timestamp contained in each received transomggiant. Thus, each ONU is able to
acquire and maintain global synchronization. Thegmission start time is expressed as an
absolute timestamp according to this global synulzedgion. Each ONU sends backlogged
Ethernet frames during its granted transmissiordeswnusing its local intra-ONU
scheduler. The intra-ONU scheduler schedules thkgbdransmission from the various
local queues. The transmission window may compriskiple Ethernet frames; packet
fragmentation is not allowed. As a consequendbgifnext frame does not fit into the
current transmission window, it has to be defetcethe next granted transmission
window.
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Overview of MPCP control messages.
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The considered DBA algorithms can be used in thé Diddule of the above described
MPCP arbitration mechanism to calculate the colfisiree upstream transmission
schedule of ONUs and generate GATE messages aagtyrdi

We categorize the DBA algorithms for EPONs intooaithms with statistical multiplexing
and algorithms with quality of service (QoS) assaes. The latter are further subdivided
into algorithms with absolute and relative QoS emsces.

IPACT (and also the control theoretic extensiorgl&borated in more detail in the next
slides.

More detailed information about the other DBA alguns can be found in:

M. P. McGarry, M. Maier, M. Reisslein, “Ethernet R& a Survey of Dynamic Bandwidth
Allocation (DBA) Algorithms”, IEEE Communications &@jazine, Aug. 2004.
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We give a high-level overview of the proposed althon. For simplicity of illustration, we
will consider a system with only three ONUSs.

1. Let us imagine that at some moment of ttththe OLT knows exactly how many bytes
are waiting in each ONU'’s buffer and the Round-Trime (RTT) to each ONU. The OLT
keeps this data in a polling table shown in Figurat timetO , the OLT sends a control
message to ONU1, allowing it to send 6000 bytes Esgure a). We will call such a
message &rant. Since, in the downstream direction, the OLT broaticdata to all
ONUSs, the Grant should contain the ID of the degiom ONU, as well as the size of the
granted window (in bytes).

2. Upon receiving the Grant from the OLT, ONU1 &ta&ending its data up to the size of
the granted window (Figure b). In our example +tap000 bytes. At the same time, the
ONU keeps receiving new data packets from its ustethe end of its transmission
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window, ONU1 will generate its own control messéigequest The Request sent by
ONUL1 tells the OLT how many bytes were in ONU1'$feuat the moment when the
Request was generated. In our case there wereys&§. b

3. Even before the OLT received a reply from ONIknows when the last bit of
ONUL1's transmission will arrive. This is how the Dkalculates this:

(a) the first bit will arrive exactly after the RTtifne. The RTT in our calculation includes
the actual round-trip time, Grant processing tiReguest generating time, and a preamble
for the OLT to perform bit- and byte-alignment @teived data, i.e., it is exactly the time
interval between sending a Grant to an ONU andvigedata from the same ONU. (b)
since the OLT knows how many bytes (bits) it hathatized ONUL1 to send, it knows
when the last bit from ONUL1 will arrive. Then, kniog RTT for ONUZ2, the OLT can
schedule a Grant to ONU2 such that first bit frodW2 will arrive with a small guard
interval after the last bit from ONU1 (Figure 5.®%he guard intervals provide protection
for fluctuations of round-trip time and control rsage processing time of various ONUSs.
Additionally, the OLT receiver needs some timedadjust its sensitivity due to the fact
that signals from different ONUs may have differpatver levels because ONUs are
located at different distances from the OLT (faamngroblem).

4. After some time, the data from ONU1 arrivesthd end of the transmission from
ONU1, there is a new Request that contains infdonaif how many bytes were in
ONUZ1’s buffer just prior to the Request transmiasibhe OLT will use this information to
update its polling table (see Figure c). By keeptilagk of times when Grants are sent out
and data is received, the OLT constantly update&fiT entries for the corresponding
ONUs.

5. Similarly to Step 4, the OLT can calculate tingetwhen the last bit from ONU2 will
arrive. Hence, it will know when to send the GremONU3 so that its data is tailed to the
end of ONU2's data. After some more time, the diatan ONU2 will arrive. The OLT will
again update its table, this time the entry for@iU2 (see Figure d).

If an ONU emptied its buffer completely, it willgert O bytes back to the OLT.
Correspondingly, in the next cycle the ONU will¢panted 0 bytes, i.e., it will be allowed
to

send a new request, but no data. Note that the ©ieEeive channel is almost 100 %
utilized (Requests and guard times consume a smalunt of bandwidth). Idle ONUs
(without data to send) are not given transmissiordews. That leads to a shortened cycle
time, which in turns results in more frequent paliof active ONUSs. As it is clear from the
description above, there is no need to synchrahiz€®NUs to a common reference clock
(as traditionally done in TDMA schemes). Every OlX&cutes the same procedure driven
by the Grant messages received from the OLT. Ttiezestheduling and bandwidth
allocation algorithm is located in the OLT. Thudgsieasy to adaptively change the
scheduling at run-time based on some network ciomditthe ONUs do not need to
negotiate or acknowledge new parameters, nor dortbed to switch to new settings
synchronously.

If the OLT authorizes each ONU to send its entirfdy contents in one transmission,
ONUs with high data volume could monopolize thdrertandwidth. To avoid this, the
OLT will limit the maximum transmission size. Thesery ONU will get a Grant to send
as many bytes as it has requested in a previouls, &gt no more than some maximum
limit (maximum transmission window size). There leblbie various schemes for specifying
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Control Theoretic Extension of IPACT.

Lecture 2: Access Networks 1

the limit. It can be fixed, say, based on a Serlzeeel Agreement (SLA) for each ONU,
or dynamic - based on average network load.
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